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Abstract

Remote Maintenance in collaborative manufacturing
provides a lot of benefits such as reduced downtime
in manufacturing operations. But at the same time,
it increases the attack-surface by opening new attack
paths to strictly controlled network zones. In this pa-
per, we analyse a real-world cross-organizational remote
maintenance scenario by collecting security requirements
(e.g., authentication, authorization, and auditability), and
present a workflow-based approach to model and formally
enforce access control for that scenario. The proposed
approach leverages the Workflow-Driven Security Frame-
work (WDSF) to enforce the least privilege principle; to
ensure workflow integrity and separation of duties, (i.e.,
business process enforcement and compliance); to protect
the confidentiality and integrity of sensitive information;
and to provide traceability and non-repudiation in case of
root-cause analysis. The WDSF uses Petri Nets (PN) to
model and enforce the workflow, and blockchain and smart
contracts to guarantee accountability and traceability of
workflow events. The Petri Nets workflows are modelled

and validated using the WoPeD tool.
Index Terms—Blockchain, Security, Workflows, Petri Nets,
Remote Maintenance, Workflow-Driven Security Framework

1. Introduction

Manufacturing plants employ Operational Technology
(OT) technology and protocols that have been specified
decades ago. Their security model is primarily based
on perimeter security/protection, meaning that they are
operated in a closed and strictly controlled environment.

However, remote connections from external networks
to the internal manufacturing network are necessary
to enable flexibility and fast reaction times to adapt
production capabilities, and to leverage expertise from
different entities across collaborative manufacturing and
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organizational boundaries. But, when internal networks
and manufacturing devices are exposed to the Internet,
then it increases the attack surface of the entire plant.
Hence, this enables the attacker a) to compromise vulnera-
ble services or devices, b) to escalate the attack by moving
laterally to other parts of the plant’s network topology.
Moreover, when the manufacturing process involves pro-
ducing critical resources and products (e.g., safety-critical
parts in automotive and civil aviation sections) then the
attack could lead to devastating effects. Some example
consequences are financial impact e.g., business continuity;
people’s safety; and loss of reputation (i.e., brand damage).
In particular, misconfigured and vulnerable Industrial
Internet-of-Things (IIoT) devices are listed in the top
10 OWASP vulnerabilities [1], and a survey of such IoT
enabled attacks is presented in [2]. Further challenges
concerning cybersecurity in Industry 4.0 are presented in
the ENISA report [3].

Usually, a plant consists of hardware and software com-
ponents from different vendors and the plant owner has
full control of the infrastructure i.e., centralized control &
trust. In case of a successful attack, all involved entities
must trust the plant owner to act correctly. Currently, it
is easier for the plant owner to blame any involved vendor.
So, the vendor must accept the consequences without
having the possibility to prove otherwise. For instance,
a plant employee could be responsible for a misconfig-
ured service or device. Because of centralized control,
many vendors/suppliers do not take the responsibilities
or liabilities for operating devices or supplying software
components. To address these issues, we need a framework
that supports: (a) distributed trust and control, (b)
enforcing use case specific security requirements defined
by the plant owner; (c) ensures the auditability and
traceability of entity actions.

The contributions of this paper are as follows: 1. To



provide a concrete remote maintenance use case and its
security requirements in a typical industrial manufactur-
ing plant and to analyse the associated threats and risks;
2. To demonstrate how the Petri Nets-based Workflow-
Driven Security Framework (WDSF) ([4], [5], [6]) can be
used to enforce the remote maintenance workflow and
security requirements, and to protect edge IloT devices
and services; 3. To show how the modelled Petri Nets
(PN) workflows can be semantically analysed to satisfy
workflow-net properties like structural and soundness
properties using the WoPeD tool [7]; 4. To evaluate the
performance of the smart contracts that are derived from
the modelled PN workflows (see [8]) and show that the
proposed approach is suitable for the remote maintenance
use case scenario. Thus, this approach eliminates the
need for a trusted third party (TTP) to maintain and
control the audit logs and in case of a dispute, authorized
actors can trace the workflow actions to find the root-
cause of the problem in a distributed and collaborative
environment; 5. Finally, to demonstrate the prototypical
system architecture and how different WDSF components
are deployed in a proof-of-concept (PoC) demonstrator.
The paper is organized as follows: Sec. II introduces
the remote maintenance use case and its requirements;
Sec. III presents WDSF’s approach; Sec. IV explains how
the remote maintenance use case’s workflow is modelled
via Petri Nets and what properties are formally verified,
and how they are enforced via WDSF. In addition, this
Sec. presents the system architecture; Sec. V discusses the
related work; Finally, Sec. VI concludes with future work.

II. Remote Maintenance Use Case

One of the fundamental requirements of a manufactur-
ing plant is to control and restrict access to the machines
and devices operating inside the factory as limited as
possible according to the least privilege principle. The
devices used in manufacturing scenarios need regular
updates to operate securely and optimally e.g., installation
of software updates, security patches, or updating con-
figuration enable predictive maintenance analysis. Often
this task is outsourced to specialists who have domain
knowledge about the devices and the operating environ-
ment. Typically if a machinery stops operating in a plant,
then to understand what kind of maintenance is necessary,
a skilled person (usually from the original equipment
manufacturer (OEM)) is required. This could take days
to weeks depending on the OEM technician’s availability,
the location and access process of the plant. Finally, the
specialists are given physical access to the manufacturing
plant. This process is time-consuming and expensive:
production may be stopped, and the risk of intentional and
unintentional installation of a malware or theft of data and
Intellectual Property (IP) is increased. There are several
advantages in employing remote access such as quicker fix
of the problem, business continuity, lower costs, and more
importantly, the possibility to isolate access granted to the
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Fig. 1. Remote maintenance reference architecture in Industry 4.0
is mapped to the Purdue enterprise architecture levels

maintenance person i.e., enforcing need to know and least
privilege principles. Thus, physical access can be limited
to the cases where it is required and on-site support has
to be provided e.g., with the assistance of the shop-floor
plant employees.

A remote maintenance use case includes the follow-
ing steps: 1. An (incident) event occurs because of an
equipment or device (e.g., programmable logic controller
(PLC)) failure or malfunction; 2. A service request is
sent to the maintenance company; 3. Access for a Ser-
vice Engineer of the maintenance company needs to be
approved and temporary access to the device must be
granted; 4. Depending on the plant’s infrastructure, the
access permissions may involve traversing different layers
of the plant’s networks e.g., by means of changing the
firewalls/routers configuration; 5. The Service Engineer
performs the remote maintenance operation; 6. Finally,
the access path is closed again by resetting the network
to its default configuration, i.e., by closing the temporarily
opened access path.

This paper considers a high-level architecture of digital
infrastructure for collaborative manufacturing inspired
from the use case that Advanced Laboratory on Embed-

TABLE I
Excerpts of prioritized threats and associated risks collected via
STRIDE Methodology which focuses on the following threats:
Spoofing (S), Tampering (T), Repudiation (R), Information
disclosure (I), Denial of service (D), and Elevation of privilege (E).

STRIDE Risk Description

Threats Rating

S-01 High Access credentials are spoofed

1-01, E-01 Medium Confidential data (information leakage) is
accessed e.g., via privilege escalation re-
sulting in a privacy breach

T-01, E-02 Medium Access credentials are issued via tampering
or privilege escalation e.g., without proper
approvals

R-01 Medium External entity potentially denies data
transmission or reception

D-01 Low Potential denial-of-service (DoS)




TABLE II
Protection requirements (RQ) identified as STRIDE threat
countermeasures

Requi- Description

rements

RQ-01 Access credentials are provided with the least privilege
principle e.g., short-lived, resource specific access.

RQ-02 All users are managed via an identity and access
management system (IAM) e.g., authenticated and
authorized before granting access.

RQ-03 System integrity protection e.g., only validated &
authorized applications can be executed.

RQ-04 Protection against denial-of-service e.g., reducing
downtime of operations.

RQ-05 Logging of actions of entities ensuring non-repudiation
and immutability e.g., enables auditability and trace-
ability.

RQ-06 Ability to model, design, and enforce business pro-
cesses (e.g., for managing access-control) in a dis-
tributed environment.

ded Systems (ALES), a Raytheon Technologies (RTX)
Company, brings into the European Union (EU) project
COmprehensive cyber-intelligence framework for resilient
coLLABorative manufacturing Systems (COLLABS) [9].
In Europe, RTX has multiple engineering and manu-
facturing sites, and employs innovative manufacturing
lines to deliver products more quickly and with superior
quality. In Fig. 1 we illustrate an abstract view of a RTX
digital manufacturing infrastructure which is mapped to
the Purdue Enterprise Reference Architecture[10]. The
architecture represents the high-level data flows between
different Purdue Levels (PL) of the plant. The shop floor
includes PLO, PL1, PL2, respective industrial equipment,
and operational technology (OT) components. The Man-
ufacturing floor includes PL2, PL3, PL4 and it contains
the supervisory control and data acquisition (SCADA)
control systems. The Enterprise layer represents PL4, PL5
and include systems and functions controlling the entire
production at a higher level of abstraction. The WWW
represents the internet, it is outside of the enterprise
boundaries and supports connectivity with other manufac-
turing sites as well as partners involved such as the remote
maintenance. Notice that each zone is logically isolated
from the other ones by gateways and firewalls that are
configured to avoid unauthorized data flows. Currently,
network access rules enforce coarse-grained access control
and is not capable out-of-the-box to implement fine-
grained access as required by the use case.

A. Security Requirements Identification

In a typical factory set-up, the following protection
goals apply: Availability: minimizing the downtime of
the production plant; Integrity: software and hardware
integrity must be guaranteed by applying only approved
modifications; Confidentiality: intellectual property must
always be protected from unauthorized access; Non-
repudiation and Traceability: in case of an incident, it
must be possible to trace back what happened with non-
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repudiation guarantees. We used the STRIDE method-
ology to identify the threats presented in Tab. I (see
[11], [12]). Note: These are not covering all the remote
maintenance use case scenario specific threats but focus
only on prioritized threats. For a broader threat landscape,
we refer to ENISA’s report [3]. Similarly, a risk rating
is provided for each threat based on inputs provided by
domain experts (both from industry and academy). Next,
we investigated the risk reduction/mitigation strategies

and presented them as protection requirements in the Tab.
1I.

III. Proposed Framework

In this paper, we adopt a Petri Nets (PN) based
workflow framework previously developed in [4], [5], [6]
- here referred as Workflow Driven Security Framework
(WDSF) - to mitigate the identified threats and risks
from a remote maintenance scenario as shown in Tab. 1.
WDSF is used to enforce the business logic (represented
as workflows) as described by the plant owner and the re-
quirements shown in Tab. II. The validated workflows are
developed as smart contracts and executed via blockchain
to enforce the business logic and provide accountability. In
addition, the modelled PN workflows are used to generate
smart contract templates, thus helping the developers
to minimize business logic errors (see [8]). Besides, we
present a blueprint deployment architecture of WDSF and
its integration into a typical Industry 4.0 manufacturing
plant. This paper shows how WDSF can be applied in a
real-life use case such as remote maintenance by analysing
use case requirements requirements, presenting the WDSF
architecture, and deploying and evaluating its performance
in a real-world (demonstrator) deployment.

A. WDSF high-level Architecture

The high-level architecture of WDSF is presented in
Fig. 2 which consists of the following layers: 1) Graphical
User Interface (GUI); 2) Petri Nets Workflow Execution
3.1) Smart Contracts & Blockchain; and 3.2) IIoT Devices
& Network Services. These layers are combined to model,
specify, validate, and enforce any workflow in our remote



maintenance use case. A brief description of each layer
and their advantages are described below.

User Interface Layer: In existing manufacturing sys-
tems, many control systems and other technologics provide
their own Graphical User Interfaces (GUI) and Appli-
cation Programming Interfaces (APIs). These GUIs and
APIs can be used to access and control technology specific
features in a typical manufacturing setting. A workflow in
a manufacturing environment involves using these features
and controls. Therefore, in our approach, we provide
mechanisms that can be integrated with the underlying
WDSF that enforces business logic modelled as workflow
and produces the audit trail of the workflow events. We
rely on standard protocols such as REST interfaces to
communicate with underlying WDSF layers. Note: The
existing GUIs and APIs are designed to be extensible,
i.e., to invoke WDSF components. For our demonstrator
purposes, we developed a custom GUI that enables the
workflow participant to execute and interact with the
workflow.

Workflow Execution Layer: The WDSF introduces a
Petri Nets abstraction layer which is used to model,
specify, and execute workflows. To introduce practitioner-
friendly business process modelling, WDSF in [6] intro-
duces the use of Activity Diagrams from Systems Mod-
elling Language (SysML) [13]. The PN workflows can be
generated from the SysML activity diagrams. Additional
components (e.g., IAM and Public Key Infrastructure
(PKI) integrated with blockchain infrastructure) are re-
quired to achieve non-repudiation and immutable audit
trails in distributed environments. State changes are trig-
gered by entities that can control the PN execution layer.
Further, we integrated smart contracts and a blockchain
layer in the WDSF architecture to enable distributed
validation of workflow events by all involved parties and to
stop one entity from controlling the underlying workflow
execution without the need for a trusted third party.

Smart Contracts and Blockchain Layer: In [8], an intro-
duction to smart contracts and blockchain is given and the
authors present an approach for translating PN workflows
into smart contract templates that can be deployed on a
blockchain. Briefly, a smart contract is a programmable
code deployed on blockchain which is then executed and
validated by blockchain nodes or peers. When the workflow
participant triggers a state change in the PN, the workflow
execution layer - on behalf of the workflow participant
- triggers the appropriate smart contract method. The
smart contracts are visible to relevant participants of
the blockchain. Also, the participants must validate and
endorse a transaction which invokes a method inside
a smart contract - usually, the peers or special nodes
with higher privileges perform transaction endorsement
and validation. The WDSF approach when combined
with a blockchain to record workflow related events, pro-
vides accountability and compliance i.e., business process
enforcement, non-repudiation, traceability of events and
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Fig. 3. Left: a sub-workflow of the use case showing that Petri
Nets and the WoPeD tool supporting hierarchical modelling; Right:
Petri Nets model of the remote maintenance use case modelled with
WoPeD tool

related properties which are important to resolve disputes.
In this work, we use Hyperledger Fabric (HLF) as the
underlying blockchain infrastructure.

B. Workflow Modelling and Validation

To satisfy functional and security requirements for
critical industrial functionality, usually, a strict process
is designed and defined by the owner of the production
plant in collaboration with the maintenance company,
and its goal is to securely provide external access to
an internal machine. The process designed can then be
translated and formalized as a Petri Nets (PN) workflow
that can be enforced with the WDSF framework and can
thus be integrated with other industrial components such
as the network configuration system. The PN workflow
corresponding to the use case is shown in Fig.3, and it
represents on the right (main-workflow) the steps needed
for the remote-maintenance use case. The main-workflow
involves approvals from the shop floor technician, shop
floor manager and a maintenance technician to start
the maintenance process. The maintenance process is
described as a sub-workflow on the left. The example PN
workflows show the process of the workflow from a start
place to the end-place. For the sake of brevity only a
compressed version of workflow is depicted, however in
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the complete version and implementation the workflow
contains errors and error-recovery cases. A detailed ex-
planation of the depicted workflow steps is provided in
Sec. 1V.

Cross-organizational workflows can quickly become
complex to interpret and validate manually due to their
high-level of abstractions, hierarchical structure, and
semantics. PN workflows can be efficiently modelled,
simulated, and validated using the open source WoPeD
(Workflow Petri Net Designer)! tool [7]. Workflow-net
properties (see [14]) such as deadlock-freedom, boundness,
and liveness provide strong guarantees that the designed
workflows work as expected without workflow errors. The
qualitative analysis of the modelled workflow (see Fig.4)
shows that the workflow is sound, well-structured, and
satisfies the workflow-net properties; and does not contain

Lhttps://sourceforge.net/projects/woped

TABLE III
WDSF addressing the remote maintenance requirements

Require-
ments

WDSF Requirements Compliance / Mitigation Strat-
cgy

RQ-01,
RQ-02

The modular approach of WDSF' allows integrating
existing TAM, authorization server (AS) and Cer-
tificate Authority (CA) solutions. All participants
are authenticated with their unique identities and
authorized before executing a workflow action.

RQ-01 If a confidential/sensitive resource is protected by
the WDSF framework, then a workflow participant
may access that resource only after the successful
execution of previous workflow steps. Thus, by default
WDSF reduces the attack surface of the protected

resources.

RQ-03 If the maintenance technician needs to execute a pro-
gram, this can be submitted to security components
such as malware analysis tools - integrated via WDSF
- such that after successful analysis, an approved

program can be executed.

RQ-04 The peer-to-peer nature of blockchain provides Crash-
Fault-Tolerance (CFT) and the consensus mechanism
may provide Byzantine-Fault-Tolerance (BFT) de-

pending on the selected blockchain technology.

RQ-05 All workflow actions and access to protected resources
are logged in an append-only immutable database for
accountability and traceability. In addition, HLF can
restrict via endorsement policies which participants

may see channel specific data.

RQ-06,
RQ-01,
RQ-02

WDSEF’s modelling capabilities allow owners to model
their business process as workflows and restrict users
based on history-based access control (e.g., separation
of duties, access to object B only after completing task
A or access object A) in a distributed environment.
Granted access is usually short-lived (timed access)
and users’ execution rights for workflow/business
processes can be revoked any time by the owner of
the workflows.

wrong operations, free-choice violations, and any dead
transitions and non-live transitions. Table III presents
how the requirements identified in Tab. II are satisfied by
integrating WDSF framework with a workflow designed
particularly to solve the remote-maintenance use case.
Note: introducing WDSF does not protect against all
security threats e.g., privilege escalation on the underlying
operating system (OS) of protected resources cannot be
secured by WDSF. Additional measures like hardening
the OS are required. However, integrating WDSF imposes
additional restrictions on users on how and on which
conditions they could access a protected resource, thus
reducing the overall threat landscape.

IV. Enforcing Secure Remote Maintenance via WDSF

The following sequence of steps occur in the modelled
remote maintenance use case: 1. A piece of equipment or
device (e.g., a Programmable Logic Controller (PLC)) is
malfunctioning or requires maintenance. Thus, a shop floor
engineer creates a maintenance request via the workflow
execution app, the Approvall transition - as shown in Fig.
3 - creates a maintenance order; 2. The request is processed
by the Workflow Execution Application (WF-App) and
then triggers the relevant smart contract method. The



request information includes meta-data such as equipment
identifier, nature of the diagnosed problem. If confidential
information is involved, then it is never stored in the
blockchain but in a private database off-chain. Only the
hash of the confidential info is stored on the blockchain as
a proof. Thus, the metadata of the request is recorded on
the blockchain and serves as a starting point of the audit
log; 3. The maintenance company receives the order and
a maintenance technician accepts it (via transition Ap-
proval2) using a separate workflow execution application;
4. Next, the maintenance request must be approved by the
responsible shop floor manager and enterprise manager via
his/her instance of the WF-App; 5. Once the approvals are
completed, the system programmatically interacts with
the Software Defined Network (SDN) / Software Defined
Perimeter (SDP) enabled firewall to configure rules which
enable access for the maintainer to reach the target
network (see [15]). In addition, a timeout that triggers the
closure of the firewall port can also be modelled within
the workflow; 6. The maintainer is able to authenticate
against the TAM which provides the appropriate OAuth
tokens to access the desired and protected WDSF resource
(i.e., the industrial edge device requiring maintenance).
In addition to the approval process and opening and
closing of ports, the maintenance process includes the
technician performing some automated tests - which show
that the part or equipment is fixed, and it is ready
for production as shown in Fig. 3. The test results are
automatically recorded and become part of the workflow
events; 7. Finally, if the described sequence of workflow
events concludes successfully, then the workflow ends.

A. WDSF - Architecture and Deployment

In Fig. 5, a blueprint deployment architecture of WDSF
is presented which includes different layers protected by
SDN/SDP firewalls, IAM integrated with the workflow
authorization server (AS), edge devices and industrial
PLCs. The specified workflow is registered with the work-
flow authorization server and the permissions required to
execute each workflow step are configured by the work-
flow managers. The arrows indicate the first interaction
between different components and later mutual authen-
tication can be established. At least three organizations
participate in this use case scenario: a) the plant owner;
b) the maintenance company; and c) in case of a dispute,
a compliance monitoring company is involved. Dedicated
instances of a workflow execution application (WF-APP)
are deployed for the individual organizations. WF-APP
is designed to support multiple concurrent instances so
that no central point of control is needed to support
a fully decentralized setup. Our proposed architecture’s
complexity to run different micro-services can be reduced
by using state-of-the art software testing and deployment
patterns such as Continuous Integration (CI) / Continu-
ous Deployment (CD).

The WF-Apps are configured following the standard
OAuth client recommendations and specifications. In
the presented deployment, WF-App instances 1 and 2
are trusted, therefore, they are configured and deployed
as confidential clients. WF-App instance 3 is config-
ured as a public client. The WDSF relies on a cus-
tomized OAuth authorization server (Workflow Registra-
tion/Authorizations) to issue restricted OAuth authoriza-
tion tokens (e.g., Java Web Tokens (JWT) or CBOR Web
Tokens (CWT)). In addition, WF-App triggers the smart
contracts that are deployed on a blockchain. The smart
contracts validate whether a user invoking the method
is allowed to perform the workflow step, validate the
conditions, and record the workflow action’s metadata in
the immutable ledger. The WF-App may receive a push
notification if there is a workflow relevant state change
because of committed transaction. Finally, the blockchain
infrastructure based on Hyperledger Fabric (HLF) pro-
vides non-repudiation and traceability to the workflow
execution. WDSF uses restricted/scoped OAuth tokens
to configure network devices and to access edge/industrial
devices. If SDN/SDP enabled devices are used, then this
can be achieved programmatically e.g., via Port Knock-

ing mechanisms enabled via Single Packet Authorization
(SPA) (see [16], [15]).
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SDN/SDP
Firewall

The SDP firewall protects the company network by
preventing access or network scan from external IPs. The
firewall is configured to accept SPA packets that allow
only the authenticated users to establish the connection
to necessary services based on pre-defined policies. The
workflow execution application provides the necessary
access credentials and therefore, the user can trigger
Port Knocking via SPA packets. WDSF can be seen as
a configuration management system with history-based
access control (i.e., in this case proper approvals outside
the networking environment are required to reach this
step). Therefore, WDSF enforces the specified remote
maintenance workflow and helps to integrate with industry
components to programmatically reconfigure the network
access rules in the SDP firewall, providing automatic
access control updates to the firewall removing the need



for manual policy updates. Similarly, the industrial edge
devices are configured to accept OAuth tokens issued by
the plant’s authorization server (AS). An AS can issue
OAuth tokens with restricted scopes to enforce the least
privilege principle in remote maintenance scenarios. The
main reason to choose OAuth is for its interoperable,
extendable and fine-grained scopes, and flexible security
features such as grant types.

The use of the permissioned blockchain such as HLF
provides confidentiality features (channels and private-
data-collections (PDC)), pluggable consensus algorithm
(e.g., Raft) and capability of writing and updating smart
contracts via generic programming languages. Thus, we
can achieve good performance in terms of transactions
per second (TPS) and suitable latency for most of the
generic cross-organizational industrial use cases.

B. WDSF Prototype

The WDSF prototype consists of micro-services in-
cluding the workflow authorization service, Hyperledger
Fabric network and smart contracts as represented in Fig.
5. WDSF micro-services were developed and practically
tested as part of this ongoing research work. This sec-
tion explains the core features/aspects of the WDSF. In
particular, it focuses on how users are able to interact
with the Petri Nets-based workflow execution application
(WF-App), and how other components such as the smart
contracts and SDN firewall / IToT can be integrated with
the WF-App.

The WF-App can be deployed as a smartphone appli-
cation e.g., Android-App in distributed scenarios or as a
standard Web-Application. The users must authenticate
and get proper authorization tokens from the authoriza-
tion service before interacting with the workflow. WF-
App supports executing multiple different workflows at
the same time.

In Fig. 6, a screenshot of WF-App’s prototype web-
interface where an excerpt of the Remote Maintenance
workflow is shown. The graphical interface is not tailor
made for particular use case but supports any generic
workflow use cases showcasing features of WDSF. The
transitions section includes different Petri Nets transitions
modelled in the workflow. The tokens section includes
different Petri Nets places holding one or more tokens
as part of the workflow in addition it offers users to
input tokens. Petri Nets section presents the dynamic
view of workflow execution in terms of Petri Nets view,
this allows to understand the state of the workflow.
The Approvall transaction (i.e., Maintenance Request
approval from shop floor) is enabled because the shop
floor user has entered valid tokens (i.e., issue token and
user’s userShopFloorTechnicianSignature token). Once a
transition is enabled, it can be fired by an authorized user.
Notice that the arc going out of the Approvall transition
invokes SCAPI (smart contract APT) method exposed by
the smart contracts deployed in HLF - which takes two

input arguments (issue, userShopFloorTechnicianSigna-
ture). The result of the smart contract execution is placed
in the MaintenanceOrder output place. At the end of
this transaction, two actions will occur: a) validation of
the shop floor technician’s signature by the Petri Nets
execution layer; b) the transaction metadata of Approvall
is recorded in an immutable HLF blockchain via the
SCAPL

:S'sLLABS Workflow Application

Transitions

# Transition  Activated  Fire transition

Enabled transitions

1 Approvall  True
nature’, True), ('issue’, '“devID":"12","deviocation”:"xzt"')] v

Tokens

# Place Enter Value Tokens

1 shopFloorTechnician token value

{ ey zaWduYXR1CmU101 A1 ZX1KemFXZHVZWF TxY21VaU9ps jF JH1Z5Y2IsbmItR I8
Toue} add token

Only allowed - Type: tAl

2 Devicelssue token value
{’"devID":"12","deviocation”: "xzt" '}

3 MaintenanceOrder {1 token value

token

Only allowed - Type: tAl

Petri Nets

Devicelssue
["devID":"1.......4 on":"xzt']
tAll

shopFloorTechnician
[eylzaWduYX......sSWawSyJ']
tAll

userShopFloorTechnicianSignature

Approvall
issue and userShopFloor TechnicianSignature is True

SCAPLapproval(issue )

MaintenanceOrder
[
tAll

Fig. 6. WF-App prototype showing an enabled transition “Ap-
provall” with matching pairs of input tokens.

Though in this paper we present only an excerpt, the
remote maintenance use case is modelled completely and
implemented i.e., including the IIoT device interaction, an
ITIoT API exposing the configurations options of the SDN
firewall can be invoked to perform port opening and clos-
ing operations. The user authorization includes primarily
two parts. The first part includes user authentication
against the TAM, validation of workflow authorization
and finally receiving the oAuth tokens to interact with
IToT components. The second part includes HLF user
authentication and presenting appropriate credentials to
interact with smart contracts. The tokens and credentials
are short lived, valid for specific resources thus enforcing
least privilege principle. The tokens are granted just-in-
time and in a sequence i.e., only after completing stepl
of a workflow the token required to complete step2 is
granted, thus enforcing workflow-aware or history-based
access control to resources.

C. Performance Evaluation

Blockchain as an immutable ledger may not be suitable
for all applications, for instance bitcoin suffer from trans-



SC Methods | Avg TPS (Min / Max) | Avg LAT (Min / Max)

Writes 39.73 (35.9 / 44.1) 0.6s (0.27s / 2.88s)

Reads 111.72 (107.3 / 117.7)
TABLE IV
Performance Evaluation results of HLF showing that it is suitable

for the proposed remote maintenance use case

0.17s (0.1s / 0.54s)

action latencies of 10 minutes or longer (see [17]) and this
is definitely not suitable for many industrial applications.
To make sure that the use of Hyperledger Fabric (HLF)
blockchain is suitable for the remote maintenance use case,
we evaluated the performance of WDSF including the HLF
and present our results in this section. A study from [18]
concluded that the maximum waiting times that users are
willing to tolerate for web applications is about two sec-
onds. We therefore aim for a latency of less than 2 seconds
for the remote maintenance use case. Benchmark Setup:
The experiments were conducted on HLF long-term stable
(LTS) version 2.2 with the help of Hyperledger Caliper. In
order to evaluate real world latency performance we hosted
two nodes in different geographical locations i.e., one in
Ohio (us-east AWS) and one in Frankfurt (eu-central
AWS). Hardware configuration of each node is as follows:
4 GiB of RAM, 2x CPUs with max 3.3 GHz, and 25 GiB of
storage that ran on Ubuntu 20.04. The test setup included
3 peer organizations i.e., maintenance company, manufac-
turing company, a compliance monitoring company and 1
ordering organization. Importantly, each peer organization
ran one peer each, the ordering organization used one
ordering service node (OSN) which used the default Raft
implementation and LevelDB as the underlying database
was used. Furthermore, the default configuration was used
for the ordering service which means that after 2 seconds
or after 10 new transactions a new block is published.
Methodology: There were 3 write, 2 read and 2 delete
functions written as part of the remote maintenance
smart contract (SC). In addition, we integrated access
control that validates which organization can invoke those
write/read/delete functions. Each read/write function of
the SC was invoked 1000 times at a fixed rate of 50 TPS
and the benchmark was repeated 5 times.

Results and Conclusion: The average (Avg), minimum
(Min), and maximum (Max) values were considered from
the 5 different simulations for results. All transactions
were accepted i.e., 1000 success / 0 failure. Table IV
shows the results of write methods and reads in terms
of Transactions per Second (TPS) and latency (LAT). In
brief, several invocations of the smart contract are needed
for creating, approving and completing an order. The read
queries are fast because they are not submitted to the
ordering service, whereas write queries are comparatively
slow because they are submitted and recorded in the
blockchain after a Raft consensus mechanism. Even after
considering the pessimistic scenario of write transaction
rate of 35.9 TPS and an optimistic average latency of
0.69s, we can have more than sufficient remote mainte-

nance orders/completion with the proposed technology.
Note: in some rare cases the max latency of 2.8s was
recorded which is not below the acceptable 2 sec according
to previous study, but considering the average latency
of 0.69s for write calls we consider this as acceptable
deviation.

V. Related Work

In this Sec. we present the related work concerning
technology used by our approach a) Petri Nets for
modelling and enforcing workflow; b) blockchain for im-
mutability and accountability; c¢) finally, commercially
available Privileged Access Management (PAM). In terms
of modelling, validating and verifying workflow the most
prominent approaches are the following: Petri Nets, au-
tomata, process algebra, business process modelling no-
tation (BPMN). The advantages and the reasons for
adopting Petri Nets are presented in [6], therefore we
adoped to use Petri Nets. A review of the application of
blockchain in next generation cybersecurity applications
in the context of Industry 4.0 is presented in [19], and
this review article shows that blockchain can enhance
industrial technologies by adding decentralized security,
trust, immutability, with a higher degree of automation
through smart contracts. A generic blockchain enabled
cyber-physical-system (CPS) architecture for Industry 4.0
manufacturing systems is presented by Lee et al., in [20].
Secure industrial remote maintenance by using software
defined networking (SDN) and attributed-based access
control (ABAC) is presented in [21]. Several commercial
Privileged Access Management (PAM) solutions exist that
enable secure remote access, and a report on their critical
capabilities is presented in [22]. Most of these solutions
consider centralized trust & control and focus on security
aspects such as multi-factor authentication, just-in-time
(JIT) access and zero standing privileges (ZSP) realizing
least privilege principle. However, in this research paper
we focus on having distributed trust while the resource
providers still have complete control over their resources
while enforcing, compliance, traceability, and auditability
of business processes/workflows.

So far, no existing work or commercially available PAM
solutions focuses on secure remote maintenance by apply-
ing distributed trust without having a centralized/trusted
third party.

VI. Conclusion and Future Work

This paper first identified, analysed, and presented the
security protection requirements of an industrial remote
maintenance use case. Next, this paper presented how
those protection requirements are addressed by using a
generic workflow-driven security framework (WDSF) to
enforce secure remote maintenance use case in an indus-
trial scenario. The WDSF is combined with state-of-the-
art technology such as SDN/SDP firewalls, blockchain and
smart contracts to satisfy the requirements, to mitigate



the threats, and to enforce workflows/processes defined
by the owner. This work also proved that the proposed
WDSF framework - in terms of blockchain performance
parameters such as transactions per second (TPS) and
latency - is well suited or sufficient for the remote
maintenance use case, as well as, applicable to any general
industrial workflow scenarios.

This research work presented a blueprint architecture
for deploying WDSF in a generic Industry 4.0 factory
environment and showed how WDSF can be practically
applied in collaborative industrial scenarios to achieve
workflow integrity, transparency, and compliance. Thus,
bringing WDSF' research one step closer to production.
The proposed approach is better in comparison to cen-
tralized approaches because of the shared responsibility
approach and distributed trust. Hence, the stakeholders
do not need to rely on a trusted third party (TTP) to
achieve the following in a collaborative and distributive
environment: to enforce their business processes (modelled
and executed via Petri Nets and smart contracts), to
protect their resources with least privilege, and to store
tamper-proof audit logs for auditability and compliance
purposes. In addition, Petri Nets based workflow model-
ing and execution enhances security by formalizing and
verifying the workflow specification and execution. The
remote maintenance workflow was designed, analysed and
validated to satisfy workflow properties and to reduce
errors using the WoPeD Petri Nets tool. Smart contracts
were derived from the Petri Nets are deployed in the
blockchain, which record workflow events in an immutable
way, thus providing accountability and traceability in a
distributed blockchain. Our observations point out that
setting-up of WDSF can take more time than conven-
tional centralized services setup. However, most of the
integration and deployment can be automated with the
help of CI/CD tools.

So far we studied the feasibility of applying WDSF in
industrial scenario, as next steps we envision to provide
end-to-end security and integrity of data coming from
the edge industrial device to the WDSF platform. We
plan to integrate shop floor machines that has hardware
security elements such as trusted execution environment
(TEE) and trusted platform module (TPM) with WDSF.
In addition, to the guarantees provided by Petri Nets
workflow validation, we plan to use formal verification
tools to prove that the defined security properties hold
in the modelled workflow. Such that from a security
perspective, verification of a security property in a given
system specification (e.g., access is granted only after
proper approvals) is guaranteed.
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